
Spearman’s Rank Correlation Coefficient 
 
 

Spearman's rank correlation coefficient (rs) is a reliable and fairly simple method of testing 

both the strength and direction (positive or negative) of any correlation between two 

variables. 
 

Follow the instructions below to calculate your value of rs. 
 

(a) Create a table with the column headings as in the example below.  Rank each variable 

in the tables, putting the rank in either column R1 or R2.  In each case, give the highest 

value 1, the next highest 2, and so on. 

 
Variable 1 Rank (R1) Variable 2 Rank (R2) Difference, d, (R2-R1) d

2
 

      

 

Where two or more variables are the same add the rank positions the number would have if 

they were the next ones in the sequence, and then divide by the number of positions used.  

Then continue the ranking as though all of the positions had been used.  See the example 

below: 
 

Variable 1 Rank 1 

25 4 

30 1 

25 4 

25 4 

28 2 

24 6 

 

(b) Calculate the difference between the two ranks, d, and then square this, d2. 
 

(c) Calculate your value for rs using the following formula: 
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The value of rs should be between -1 (perfect negative correlation) and +1 (perfect 

positive correlation).  The nearer the value is to 0, the weaker the correlation. 
 

This is not the end, however, as you must now test to see how likely it is that your 

calculation is not just the result of chance.  This is called significance testing.  It 

considers your result in relation to how much data you had. [These are called the 

degrees of freedom, df.  In Spearman's rank, df is the same as n.]  The table, on the 

next page, gives the critical values that are necessary to give different levels of 

significance for values of n. 

If these were the next three numbers in the sequence 

they’d use rank positions 3, 4 and 5.  As they are the 

same, add 3, 4 and 5 together and divide by the three 

positions they use: 3+4+5 = 12 divided by 3 = 4. 

Continue ranking from the next position, i.e. 6. 

where Σ = ‘sum of’, 

and n = number of pairs of data 



 

Critical Values for Spearman’s Rank Correlation Coefficient 
 

Use this table to determine the significance of your result for this test.  For example, if you had 20 pairs 

of data and a value of 0.53 then there would be a probability of between 0.01 and 0.005 that it had 

occurred by chance.  In other words, you might expect to get this result occurring by chance once every 

100-200 times.  This, therefore, indicates a very significant correlation between the two sets of data. 

 

 Probability that your result occurred by chance 

n 
(number of pairs) 0.1 0.05 0.025 0.01 0.005 

4 1.0000 1.0000 1.0000 1.0000 1.0000 

5 0.7000 0.9000 0.9000 1.0000 1.0000 

6 0.6571 0.7714 0.8286 0.9429 0.9429 

7 0.5714 0.6786 0.7857 0.8571 0.8929 

8 0.5476 0.6429 0.7381 0.8095 0.8571 

9 0.4833 0.6000 0.6833 0.7667 0.8167 

10 0.4424 0.5636 0.6485 0.7333 0.7818 

11 0.4182 0.5273 0.6091 0.7000 0.7545 

12 0.3986 0.5035 0.5874 0.6713 0.7273 

13 0.3791 0.4780 0.5604 0.6484 0.6978 

14 0.3670 0.4593 0.5385 0.6220 0.6747 

15 0.3500 0.4429 0.5179 0.6000 0.6536 

16 0.3382 0.4265 0.5029 0.5824 0.6324 

17 0.3271 0.4124 0.4821 0.5577 0.6055 

18 0.3170 0.4000 0.4683 0.5425 0.5897 

19 0.3077 0.3887 0.4555 0.5285 0.5751 

20 0.2992 0.3783 0.4438 0.5155 0.5614 

21 0.2914 0.3687 0.4329 0.5034 0.5487 

22 0.2841 0.3598 0.4227 0.4921 0.5368 

23 0.2774 0.3515 0.4132 0.4815 0.5256 

24 0.2711 0.3438 0.4044 0.4716 0.5151 

25 0.2653 0.3365 0.3961 0.4622 0.5052 

26 0.2598 0.3297 0.3882 0.4534 0.4958 

27 0.2546 0.3233 0.3809 0.4451 0.4869 

28 0.2497 0.3172 0.3739 0.4372 0.4785 

29 0.2451 0.3115 0.3673 0.4297 0.4705 

30 0.2407 0.3061 0.3610 0.4226 0.4629 

 

 


